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Healthcare-Associated Infections (HAIs)

Timeline of Hospital Admission

Machine learning models would

Preqictive let us catch patients before they
Surveillance even develop an infection.

Standard
Surveillance

Infection Identified

Hospital E‘j} é’

Invasive medical devices/procedures
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Catheter-associated urinary tract infections
Ventilator-associated pneumonia
Surgical-site infections

And so on....
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https://www.wolterskluwer.com/en/expert-insights/predicting-hospital-infections-how-ai-makes-it-possible

Clostridium Difficile (C. diff)

Antibiotic therapy
Normal healthy gut = "= /

 Bacterial infection that attacks Gl system.
« Transmitted by spores in patients’ feces.

« Severe diarrhea, colitis, and mortality.

Colonization by
C difficile spores

e 500,000 infections and 15,000 deaths

annually in the US.
C difficile spores

» No principled way of identifying v
asymptomatic patients. &

Development
of C difficile infection

With machine learning,

1. Can we predict patients’ risk of infection?

Antibiotic
Recurrence | ) therapy

2. Can we detect asymptomatic spreaders? ceiiu
Clinic
©2020 \
C difficile spores remain )
Georgia
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https://www.ccjm.org/content/87/6/347

Learning the Probability of Activation in the Presence of Latent Spreaders

by Makar et al. (AAAI 2018)

A Data-driven Approach to Identifying Asymptomatic C. diff Cases
by Jang et al. (epiDAMIK 2020)

Using Machine Learning and the Electronic Health Record to Predict
Complicated Clostridium difficile Infection

by Li et al. (Open Forum Infect Dis. 2019)



Probability of Activation in the Presence of Latent Spreaders (PALS)

1. PALS can accurately estimate the risk of infection by modeling
susceptibility and exposure.

2. The parameters in PALS lets us study varying significance of patient
characteristics to infection and design interventions based on them.



Generative Model

For each patient i,

Spreader state Exposure state

s N\ N
Patient
characteristics

(¥ °

w Learned weights

N (z) Infection state

Learned weights u
o

Neighbor
characteristics

Georgia
6 of 28 Tech|/

CREATING THE NEXT



 E-step requires evaluating posterior distribution:

p(z;|w X)) (6:12)p (10D (Vi |21, 11, W)
Jo X2 2 p(2i |0, X)) p(6;12)p (0160 (i | x5, 15, W)

« Exact inference is intractable due to 2/"®+2 number of terms in denominator.

= Variational inference

q(z;,0;,m;) = 1_[ q(zi|¢;)q6:ly)g(m;|m)

Jen(i)

¢; = prob. of being a spreader

n; = prob. of being exposed
¥; = heighbors’ influence

yd Figure from Eric Jang


https://blog.evjang.com/2016/08/variational-bayes.html

E-step update of probability of patient j being a spreader (as neighbor of patient i):

o) (0) 1+ T )

k#j
/ l <
Patient i's other

Patient j's prob. of Patient i's prob. of neighbors’
being a spreader being exposed spreader states

Patient i is exposed with high prob. but many neighbors other than j are spreaders.

= Patient j is assigned small spreader probability.



Objective: Predict binary label indicating whether a patient was diagnosed with
C. diff infection (CDI) after the 5t day of hospitalization.

1. Study population
» Hospitalizations in large urban hospital from May 2012 to May 2014.
» 350 cases of CDI out of 20,147 admissions. Temporal 50-50 train-test split.

2. Contact networks
* Nurse network. Edge < drugs administered by the same nurse on same day.

* Room network. Edge & spending any time during the same day in same room.

3. Patient characteristics
» Demographics and previous medical history.
» Ongoing procedures, medications, lab tests, location in hospital unit.

» Up to day 5 as main patient vs. Up to date of contact as neighbor patient.



Results

« Baseline models: L1-regularized logistic regression.

* Nurse network gave better overall performance.

* NoObs: all spreaders are latent / PartObs: 10% are observed

Model AUC (95% CI)

Susceptibility-only
Susceptibility + Neighbor Infections
PALS (NoObs)

PALS (PartObs)

0.698 (0.694, 0.703)
0.694 (0.693, 0.696)
0.700 (0.699, 0.702)
0.705 (0.703, 0.706)
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Weights in u (used for spreader state) from best-performing model
« Most negative weight in “Receiving treatment for CDI” feature.
= Contact precautions are effective in hospitals.

« Most positive weights in “Broad-spectrum antibiotics”/“Treatment for diarrhea”.
« General antibiotics are known to induce growth of C. diff.

» Diarrhea increases the spread through use of restrooms.



Probability of Activation in the Presence of Latent Spreaders (PALS)

1. PALS can accurately estimate the risk of infection by modeling
susceptibility and exposure.

2. The parameters in PALS lets us study varying significance of patient
characteristics to infection and design interventions based on them.



A Data-driven Approach to Identifying Asymptomatic C. diff Cases
by Jang et al. (epiDAMIK 2020)



2-Stage classification model for asymptomatic carriers

1. 2-Stage model can predict asymptomatic C. diff carriers as well as
indirectly validate results without “ground-truth” labels.

2. Exposure to asymptomatic carriers is a significant factor in
determining the risk of CDI.



Dataset

1. Study population
» 154,230 patient visits in Univ. of lowa hospitals from 2007 to 2011.
« After pre-processing, divided into visit.p; (750) and visitp;, (115,271).
» Each visit;p;, generates one instance per day = 988,780 non-CDI instances.

» Forvisit.p;, one per day until 3 days before diagnosis = 8,946 CDI instances.

2. Patient features Baseline (B)
« Length of stay (LOS), age, gender, previous visits (PV).

« 5 high-risk antibiotics (ABX;) and 2 gastric acid suppressors (GAS;):
Antibiotics

(ABX) Binary prescription feature, Sum/Average prescription days.

« 4 exposure (patients are infectious 3 days before ~ 14 days after CDI result)

. Cumulative/average daily number of CDI patients in same unit/room. Colonization
Pressure (CP)
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Hypothesis 1. Asymptomatic carriers and CDI cases have similar risk profiles.
= Use CDI cases as predictive labels.
« Models based on Hypothesis 1: DB, D8P pBABX pBABX.CP

 2-layer perceptron model with 80-20 train-test split.

Hypothesis 2. The mechanism acquiring CDI consists of the patient first being an
asymptomatic carrier and then being prescribed high-risk antibiotics.

= Restrict dataset to patients prescribed at least one ABX.

« 5,483 CDI instances and 374,821 non-CDI instances.

« Models based on Hypothesis 2: D50, D2 Datoone, Do cr



« Each Stage 1-model returns the prob. of a patient being an asymptomatic carrier
on that day.

» For each patient, take the maximum across all instances from the visit.

« Select top 10%, 5%, and 3% of visits in visit.p;, as asymptomatic carriers.

Stage 1
B CP | ABX | cDI?
D®, D° g0 > | — AUC
S C{B, CP. ABX} & carne’
*Loﬂ\?’x\C =
Stage 2 2yO°

B CP | ABX | AP"| cDI?
Stage 2-model

Does the Stage 2 model perform better when including signals of exposure to
asymptomatic carriers?




Results

Stage 1 Auc Model AUC

» Using all standard risk-factors led to D? 0.676 D x>0 0.594

best performance. DB.ABX 0.635 DEABX 0.584

« ABX and CP both help in finding CDI. pDB.CP 0.704 DECP 0.672

 ABX-restriction did not help. DBABXCP 0719  pPAEXCP 0.648
Stage 2

DB,C P,ABX

« ABX is not associated with
asymptomatic C. diff carriage.

10% 0.712 0.687 0.733 0.700
9% 0.701 0.690 0.727 0.693
» Exposure to asymptomatic C. diff

carriers impacts the CDI spread. 3%  0.689 0.698 0.729 0.710
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2-Stage classification model for asymptomatic carriers

1. 2-Stage model can predict asymptomatic C. diff carriers as well as
indirectly validate results without “ground-truth” labels.

2. Exposure to asymptomatic carriers is a significant factor in
determining the risk of CDI.



Using Machine Learning and the Electronic Health Record to Predict
Complicated Clostridium difficile Infection

by Li et al. (Open Forum Infect Dis. 2019)



Electronic Health Record (EHR)-based predictive Model

1. EHR can accurately estimate risk of developing complicated CDI and
outperforms models based on expert-curated features.

2. We can examine coefficients of the EHR model to interpret factors
most associated with high or low risk of complicated CDI.



Task

« Individual treatment of CDl is difficult. Q9 O o6 i 28

I
» Genetic diversity requires careful selection 2 i
S DUI2\9 \

of antibiotics (cost, resistance, etc.). ces'h B |

ey @\\5 3 3/ cc7
@ 432# @0
Objective: Given a patient has CDI, how likely

is it that the infection becomes complicated? @ 1ol .< <f ©

» Complicated CDI ‘ )
5 o g . @ ccw/ w9 1 @ DLIJ|7
1. Admission to intensive care

DUI8
The N=59 isolates
Classified by European ntry:

2. Toxic megacolon = Colectomy s_elg.:s"ai";;s..;Z;f;;Lf;é:émssr‘3““ 0 U
ris = -

Irish St 10 (IRE1-10)
UK Stra UK1-2)
. French =3 (FR1-3)
3 M o) r‘t a I I-t Germa =5 (DUI; DUI2; DUI6-8)
. Swiss S (Zw1-3) Clonal complex
Norwe: s n=2 (NOR1-2)
Swed sh Strains n=1 (SWE1) Genetically related clusters
Finnish Strains n= 3 (FIN1 -3) sin :
— gle Locus Variant
1 1 1 H L emb g St =3 (LX1-3) = Double Locus Variant
* Predictions on the day of diagnosis rolshsie 1 ) —
) Danlsh Stralns n= 1(DEN1) — Quadruple Locus Variant
Austrian Strains n=1 (AUS1)

1 day after, or 2 days after. Figure from Freeman et al.
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https://cmr.asm.org/content/23/3/529

1. Study population
* 1118 CDI cases in Univ. of Michigan hospitals from October 2010 to January 2013.
« 89 (8%) complicated CDI cases out of 1118.

2. Complicated CDI labels
» Cases labeled through chart review by 2 clinicians. Viewed by 3rd if disagreed.

» Cases labeled as complicated only if caused by CDI.

3. Patient feature categories (# of features)
« EHR (4271): Demographics and medical history of past 90 days from UM data repo.

 Curated (23): Expert-curated variables (e.g., age, cancer diagnosis) from Rao et al..



Model

TEMPORAL SPLIT

HELD-OUT DATA
(20%)

TRAINING DATA (80%)

training training held-out
data data data

STEP 1: selected

using 5-fold cross-validation, byperparamstecs BIEE -

select regularization strength and
number of features by optimizing
average AUROC

evaluate
model

 Logistic regression with L2-regularization and k-best feature selection

« Regularization parameter and number of features k picked with cross-validation.
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Results

2 days after diagnosis, EHR outperforms Curated. (0.90 vs. 0.84)

Receiver operating characteristic
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EHR model

Actual label

TP FP
5 i

Predicted label

Sens. =41.7%
Spec. =96.7%
PPV =41.7%

Curated model

Actual label

Predicted label

Sens. =16.7%
Spec. = 95.3%
PPV =16.7%

Model (# of features) AUROC (95% CI)

Curated (23)
EHR (900)

EHR+Curated (923)

0.84 (0.75-0.92)
0.90 (0.83-0.95)

0.88 (0.81-0.95)
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According to model coefficients, factors most associated

1) with risk 2) with protection
- High and low respiratory rates * Normal respiratory rate

« Low systolic blood pressure * Young age

» Low blood CO,

6: 0.9 ®
? 0.8 o
S Model performance decreases
<07
5 ! when making predictions earlier.
o)
X 06
<

0.5

Day of diagnosis 1 day after diagnosis 2 days after diagnosis

Time of prediction



Electronic Health Record (EHR)-based predictive Model

1. EHR can accurately estimate risk of developing complicated CDI and
outperforms models based on expert-curated features.

2. We can examine coefficients of the EHR model to interpret factors
most associated with high or low risk of complicated CDI.
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